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ABSTRACT 

Predicting the graduation rate of the PPG program has an important 
significance in analyzing the factors that affect students' success in 

completing the PPG program. This study uses the K-Nearest Neighbor model 
in online learning to predict the pass rate of students in the Teacher 

Professional Education Program (PPG) at UIN Walisongo Semarang. The 
study analyzed data from 423 students, focusing on input quality variables, 

such as pedagogical competence and teaching innovation. Results showed the 
Wave 1 pass rate in 2023 was 86.7%, with 13.3% failure, a 1.7% decrease 

from Wave 3 in 2022. The confusion matrix showed significant improvement 
in True Positives (TP) and True Negatives (TN), with an accuracy of 0.916, 

precision of 0.3, and recall of 0.9725 students' academic achievement. 
 

Keywords:  
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ABSTRAK 

Memprediksi tingkat kelulusan program PPG memliki signifikansi penting 

untuk menganalisa faktor-faktor yang mempengaruhi keberhasilan 
mahasiswa dalam menyelesaikan program PPG. Studi ini bertujuan untuk 

memprediksi tingkat kelulusan mahasiswa Program Pendidikan Profesi Guru 
(PPG) di UIN Walisongo Semarang menggunakan model K-Nearest 

Neighbor dalam pembelajaran daring. Studi menganalisis data 423 
mahasiswa dengan fokus pada variabel kualitas input, seperti kompetensi 

pedagogik dan inovasi mengajar. Hasil menunjukkan tingkat kelulusan 
Gelombang 1 tahun 2023 sebesar 86,7%, dengan kegagalan 13,3%, turun 1,7% 

dari Gelombang 3 tahun 2022. Confusion matrix menunjukkan peningkatan 
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signifikan pada True Positives (TP) dan True Negatives (TN), dengan akurasi 

0,916, presisi 0,3, dan recall 0,9725.asilan akademik mahasiswa. 
 

Kata kunci:  

Kualitas Input; K-Nearest Neighbor; Pendidikan Profesi Guru; Pembelajaran 

Online.  

 

1. Introduction 

The quality of student input in implementing the Teacher Professional Education program is a 

key factor in determining graduation. However, some challenges must be overcome in this regard. 

First, students have various educational backgrounds, levels of technological ability, and 

motivations for online learning (Pangestika & Alfarisa, 2015). This can affect how they learn and 

whether they graduate. Second, assessing the quality of student input in online learning is often 

difficult due to the lack of an objective assessment method (Zulfitri et al., 2019). This can lead to 

unfairness in assessments and graduation decisions because the host university only receives data 

from the government. Third, the rapid development of technology and online learning methods can 

be problematic because students and lecturers may have difficulty adapting (Arifa & Prayitno, 

2019). This can affect the quality of input and learning outcomes (Zulfitri et al., 2019). In addition, 

online accessibility and infrastructure can also be obstacles, especially in underdeveloped areas. This 

is important because it can make it difficult for students to access online learning properly (Muslim, 

2010). Therefore, this study must explore ways to overcome these problems to develop a fair and 

accurate way to assess whether students pass based on the quality of their input in online learning 

(Ratnasari, 2019). 

So far, the study of online learning in professional teacher education programs has discussed 

three issues. First, the research focuses mainly on the effectiveness of online teaching methods in 

developing the pedagogical skills of prospective teachers as efficiently as possible (Sukardi et al., 

2019). Second, there has been more in-depth research on the challenges and obstacles faced by 

students in participating in online professional teacher education programs, such as the lack of 

physical interaction with instructors and fellow students (Palloff & Pratt, 2007). Third, the study 

also includes comparing the learning outcomes of students who took professional teacher education 

programs online with those who took traditional programs on campus (Nguyen, 2015). This study 

has provided many benefits in understanding the dynamics of online learning in professional teacher 

education programs. However, it should be noted that specific research using K-Nearest Neighbor 

is still rare. Identifying factors that can affect student success is important (Adnan & Anwar, 2020). 

With a deeper understanding of these factors, we can develop more effective strategies and 

approaches to supporting students' success in facing the challenges of online learning (Abel, 2005). 

This study aims to predict the graduation rate of professional teacher education program 

students in online learning based on a K-Nearest Neighbor analysis. This is important as it provides 

solutions to a series of problems within professional teacher education programs based on online 
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learning. This model can help measure the quality of student input more objectively. Using relevant 

data, such as educational background, technological ability, and motivation for online learning, the 

K-Nearest Neighbor analysis can predict students' chances of graduating (Keller et al., 1985). This 

will help universities identify students who need additional support in the online learning process 

(Jiang et al., 2007). In addition, by monitoring the development of technology and online learning 

methods, this model can provide recommendations for improvement based on the needs of students 

and lecturers. Finally, by considering online accessibility and infrastructure, the K-Nearest Neighbor 

analysis can help universities design more effective solutions to overcome these barriers so that 

students can better access online learning (Jiang et al., 2007). Thus, the K-Nearest Neighbor analysis 

model can be a valuable tool in improving the quality of student input and learning outcomes in the 

Teacher Professional Education program. 

2. Methods 

2.1. Research Design 

This quantitative study aims to predict the graduation rate of students from the Teacher 

Professional Education Program (PPG) at UIN Walisongo using the K-Nearest Neighbor (K-NN) 

model. The K-NN method was chosen because it effectively handles distance-based classification 

problems, which are relevant for predicting graduation outcomes based on student characteristics 

(Kang, 2021). K-NN also provides accurate predictions when applied to datasets with clear labels, 

such as the Teacher Professional Education Student Competency Test (UKMPPG) graduation data. 

The relevance of K-NN in this context is due to its non-parametric nature and its flexibility in handling 

various types of data without requiring specific distribution assumptions (Dann et al., 2022). Student 

graduation data will be analyzed using R software, which supports comprehensive modeling and 

visualization of analysis results, thereby providing deeper insight into the factors that influence 

graduation. 

2.2 Research Procedures 

This research consists of data management, exploration, and analysis. The first is data 

management. These steps are done through transformation, selecting variables, improving the data 

structure, and cleaning unnecessary data using Microsoft Excel software. The second stage of this 

research is data exploration, which aims to obtain as much information as possible from the data and 

is useful for determining the right strategy for processing the data (Faisal & Nugrahadi, 2017). The 

third step is data analysis, which consists of descriptive statistical analysis and K-NN classification. 

Descriptive statistical analysis is used to evaluate the UKMPPG graduation rate based on factors such 

as education level, employment status, province, wave, and district where PPG students work. The 

data types used in this analysis are categorical and numerical (Lu, 2021). Categorical data includes 

education level, full name, employee status, province of origin, district of origin, and graduation 

status, while numerical data includes various variables such as age, GPA, and competency scores 

(Boateng et al., 2020). The K-NN classification procedure consists of preparing classification data, 
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sharing classification data, and implementing the K-NN classification algorithm. Data sharing is 

carried out using the k-fold cross-validation method. The data-sharing results will be saved into four 

files for the training process and 4 for the testing process.  

2.3 Population 

This research data was collected through documentation techniques using secondary data on 

the official website https://ppg.siagapendis.com/. The data collected includes important information 

such as PPG students' RPL (Recognition of Past Learning) scores, PPG students' data, and UKMPPG 

(Teacher Professional Education Student Competency Test) graduation data. With its large 

dimensions and complex structure, this data provides a comprehensive picture of the profile of PPG 

students and their performance during the program. This approach allows researchers to obtain rich 

and varied information (Cunningham & Delany, 2021). This is then processed for further analysis, 

especially in predicting student graduation rates in professional teacher education programs at Islamic 

universities. 

2.4 Data Collection 

This research data was collected through documentation techniques using secondary data on 

the official website https://ppg.siagapendis.com/. The data collected includes important information 

such as PPG students' RPL (Recognition of Past Learning) scores, PPG students' data, and UKMPPG 

(Teacher Professional Education Student Competency Test) graduation data. With its large 

dimensions and complex structure, this data provides a comprehensive picture of the profile of PPG 

students and their performance during the program. This approach allows researchers to obtain rich 

and varied information (Cunningham & Delany, 2021). This is then processed for further analysis, 

especially in predicting student graduation rates in professional teacher education programs at Islamic 

universities. 

2.5 Data Analysis 

This research analyzed data by applying the K-Nearest Neighbor (K-NN) algorithm to a dataset 

collected over two academic years. The K-NN algorithm was chosen because of its ability to classify 

data based on similarities with other data whose results are already known. Using sophisticated 

statistical software allows for more in-depth and accurate analysis, thereby identifying important 

patterns in the data (Isnai et al., 2021). Through this analysis, it is hoped that the research can provide 

valuable insight into the main factors that influence the graduation rate of students from the 

professional teacher education (PPG) program at UIN Walisongo. These insights will greatly benefit 

institutions in designing and implementing more effective educational strategies, thereby increasing 

overall graduation rates and ensuring that students receive the support they need to succeed (Bakia et 

al., 2012). 
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3. Results and Discussion 

3.1 Data collection  

The first stage of this research is data collection. Data collection is carried out by downloading 

data from the website: https://ppg.siagapendis.com/. The data collected consisted of PPG student RPL 

score data in Figure 1 (a), PPG Student Personal Data in Figure 1 (b), and UKMPPG Graduation Data 

in Figure 1 (c). The data collected is secondary data. This data has large dimensions and has a complex 

structure. 

Table 1. (a). RPL Assessment Data, (b) Student Personal Data, and (c). Student Graduation Data 

No Respondent Code A B C D And F G H I Information 

1 R-1                   A pedagogical 

competency 

development 

pedagogic 

B preparation 

of learning 

tools 

C 

development 

of 

professional 

competencies  

D= 

management 

of learning 

administration 

E= Learning 

innovation 

F= deepening 

of 

pedagogical 

materials 

G= deepening 

of 

professional 

materials 

Development 

of learning 

tools  

I=Field 

Experience 

Practice 

2 R-2 75 90 79 90 90 86.130 82.930 82.86 86.88 

3 R-3 90 90 90 90 90 78.180 83.180 78.29 86.67 

4 R-4                   

5 R-5                   

6 R-6                   

7 R-7                   

…. …. …. …. …. …. …. …. …. …. …. 

911 R-911 90 79 67 90 68 87.640 83.880 79.97 84.84 

(a). Past Experience Recognition Assessment Data (RPL) 
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No Ladder Respondent Code Status Pegawai Province Regency 

1 SD R-1 Non-PNS Central Java Temanggung 

2 SMK R-2 Non-PNS Central Java Holy 

3 SD R-3 Non-PNS Central Java Temanggung 

4 SD R-4 PNS Central Java Demak 

5 SD R-5 PNS Central Java Pati 

6 SD R-6 PNS Central Java Semarang City 

7 SD R-7 Non-PNS Central Java Pati 

…. …. …. …. …. …. 

911 SD R-911 79 67 90 

(b). Student Personal Data 

No Respondent Code  Graduation Status 

1 R-1 Pass 

2 R-2 Pass 

3 R-3 Pass 

4 R-4 Pass 

5 R-5 Pass 

6 R-6 Pass 

7 R-7 Not Passed 

…. …. …. 

911 R-911 Not Passed 

(c) Student Graduation Data 

3.2 Data Management  

Using Microsoft Excel software, data management is done through transformation, variable 

selection, data structure improvement, and unnecessary data cleaning. RPL score data includes RPL 

scores for four waves of PPG of the Islamic Religious Education (PAI) study program, which consists 

of 911 student score data from the aspects of assessing pedagogical competency development, 

preparation of learning tools, development of professional competencies, management of learning 

administration, learning innovation, deepening of pedagogical materials, deepening of professional 

materials, development of learning tools. Student identity data is downloaded separately according to 

the following table descriptions: 

Table 2. Student identity  

No. Batch Number of Detected 

Identities 

Graduation 

1 I 199 197 
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2 II 110 105 

3 III 265 260 

 

Data management in Excel involves using functions such as getting and modifying data to 

combine, change, and organize variables so that the data is more concise and complete. It simplifies 

research by allowing the selection of the necessary variables and data. Changing numeric variables 

can improve the data structure, such as changing the value from tens to thousands or changing the 

data type from date to numerical, making the analysis easier. In addition, data management is also 

useful for eliminating duplicate data on students' data. Well-managed data will facilitate further 

research and analysis, as seen in Table 3: 

Table 3. Data Management Results 

No Ladder Status  Regency Phase IPK3 A B C D E F G H Graduation 

1 SD Not 

PNS 

Temanggung 

Regency 

1 3.4 90 80 65 90 65 79.5 81.04 80.3 Pass  

2 SMK Not 

PNS 

Sragen 

Regency 

2 3.3 90 85 90 85 78 83 82.75 51.6 Pass  

3 SD Not 

PNS 

Salatiga City 3          Pass  

4 SD Not 

PNS 

Kudus 

Regency 

1 3.9 90 90 80 90 85 85.7 85.86 79.5 Pass  

5 SD PNS Jepara 

Regency 

2 3.2 90 90 90 90 90 84.7 84.71 77.4 Pass  

6 SD Not 

PNS 

Pati 

Regency 

3 3.9 90 90 80 90 80 86 87.21 52.3 Pass  

7 SD Not 

PNS 

Temanggung 

Regency 

1 3.8 90 90 80 90 60 84.7 80.67 83 Pass  

8 …. Not 

PNS 

Demak 

Regency 

3 3.8 90 92 90 80 90 86.3 85.56 79 Pass  

9 SD PNS Jepara 

Regency 

2 3.3 90 90 80 90 60 85.6 83.79 53 Pass  

 

3.3 Data Exploration  

The third stage of this research is data exploration. The exploration stage aims to obtain as much 

information as possible from the data and is useful for determining the right strategy to process the 

data. (Faisal & Nugrahadi, 2017). The results of data exploration obtained from the data management 

stage show that student personal data, RPL score data, and student graduation data are data sets with 

dimensions of 573 x 19 (attachments), meaning that the data consists of 19 input variables (Figure 3) 

and the number of students who registered for PPG in 2022 batches 1, 2 and 3 is 573 students. Both 

student personal data, RPL score data, and graduation data are structurally incomplete. 
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Figure 1. Research variables 

Student personal data is web-based data entered by students, most likely not entered 

incompletely in the input process. Likewise, with RPL data, some input it completely, some input it 

incompletely, and some do not enter data. Meanwhile, some students do not take part in the exam 

stages for student graduation status data, so the graduation status data is also incomplete. Figure 1 

lists the completeness status of research data, partially and combined. 

Table 4. Completeness of PPG Student Data on Personal Data, RPL Assessment and UKMPPG Exam 

Activities Complete Incomplete Entire 

Personal 

data 

567 6 573 

RPL 

Assessment 

480 70 573 

UKMPPG 

Exam 

562 11 573 

Combined 479 94 573 

 

Based on Table 4, 567 students (99% of the total 573) filled in their data completely, 480 

students (84% of 573) filled out the RPL completely, and 562 students (98%) took the UKMPPG 

exam stage. However, only 479 students (84%) completed the data perfectly. Incomplete data will be 

considered a missing value, marked with NA. In addition, an outlier can be seen in the boxplot Figure 

2. Descriptive statistical analysis does not require handling NA and outliers, but classification analysis 

requires clean data from both. Therefore, the data used for classification analysis must be complete 

and free from outliers. 
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Figure 2. Boxplot to Detect The Presence of Outliers in The Data 

3.4 Descriptive Statistical Analysis 

The fourth stage of this study is to conduct descriptive statistical analysis using several methods 

such as minimum, maximum, average, mode, median, frequency, and bar charts. This analysis is 

adjusted to the data type, both numerical and categorical. The research data structure consists of 13 

numerical data, including account number, age (29-59), UKMPPG implementation wave (1-2), GPA 

(2-4), pedagogical competency development value (60-99), learning tool preparation value (60-95), 

professional competency development value (60-92), learning administration management value (60-

90), learning innovation value (30-93), pedagogical material deepening value (71-91), professional 

material deepening value (72.30-88.14), learning tool development value (34.08-91.35), and practical 

field experience value (62.94-92.53). There are also six categorical data, such as the level of education 

taught, full name, employee status, province of origin, district of origin, and graduation status. The 

results of the descriptive statistical analysis can be found in the appendix. 

The results of the descriptive statistical analysis in this study show that the difference in 

graduation rates based on education level, employment status, province, wave, and district where 

PPG students work is found at the SLB level, civil servant status, West Java and Papua provinces, 

wave 2, and certain districts. This information can be useful in planning, implementing, and 

evaluating UKMPPG to improve the overall graduation rate Figure 3. 
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Figure 3. UKMPPG graduation rate is based on (a) education level in the workplace, (b) Employment status, 

(c) Province, (d) Waves, and (e) Districts 

  

(a) (b) 

 
 

(c) (d) 

 
(e) 

Figure 4. Distribution of the number of students participating in PPG based on (a) education level in 

the workplace, (b) Employee status, (c) Province); (d). UKMPPG wave; and (e) Districts 
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The distribution of PPG program participant data, which in this case consists of data on 

education level, employment status, province, wave of UKMPPG, and districts, needs to be seen to 

inform stakeholders about the characteristics of PPG participants. This data is presented in the bar 

chart Figure 4. 

Based on Figure 4(a), the majority of PPG students work at the elementary school level (278 

students), while the smallest number is at the SLB level (2 students). There are also a large number 

of PPG students working in vocational schools (104 students) and a significant number working in 

high schools (43 students) and junior high schools (45 students). Meanwhile, only a few work at the 

kindergarten level, namely seven students. Figure 4(b) shows that of the total PPG students, 330 are 

civil servants, while 149 are non-civil servants. This indicates that the majority of PPG students work 

as civil servants. Figure 4(c) depicts the work sites of PPG students, with the majority (463 out of 

479) working in Central Java Province. A small number work outside this province, such as in West 

Java (8 students), East Java (6 students), and Papua (2 students). 

Meanwhile, Figure 4(d) shows the distribution of PPG students based on the wave of PPG 

implementation. Wave 1 and Wave 3 had more participants than wave 2, with 183 students in wave 

1, 209 students in wave 3, and 87 students in wave 2, respectively. Figure 4(e) shows where PPG 

students work by district. Pati Regency (81 students), Demak Regency (67 students), Semarang City 

(51 students), and Kudus Regency (43 students) are some of the locations with the highest number of 

PPG students. These characteristics are important as a reference for related parties to consider the 

infrastructure needs needed during the PPG program to provide maximum benefits for all parties 

involved. 

3.5 Preparation of Classification Data 

The data used in the classification analysis must be good quality, i.e. free from missing values 

caused by incomplete data input processes. Therefore, in this classification analysis, only complete 

data is used, namely data from 479 students. Classification analysis of student graduation data at 

UKMPPG using R software. Figure 5 is the variable data type used in the UKMPPG graduation 

classification process. From Figure 5, the variables used consist of 8 predictor variables (feature) and 

one response variable (target). Variables 1 to 8 are variables whose data type is numerical, and 

variable 9 is a variable whose data type is categorical, consisting of pass and fail categories. Variables 

1 to 8 are called features, and variable 9 is the target variable. Table 25 shows the number of PPG 

students who passed and did not pass UKMPPG. 439 students passed, and 40 students did not pass 

UKMPPG. 
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Figure 5. Graduation Classification Variable Data Types 

Table 5. Student Graduation Status Data 

Colum Pass Not Passed 

Number of Students 439 40 
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Figure 6. 2-Dimensional And 3-Dimensional Graphs of PCA Classification Data 

Figure 6 is a 2-dimensional and 3-dimensional graph of the major component analysis (PCA). 

The PCA process aims to summarize the variable dimensions of a large classification into smaller 

dimensions, in this case, two and three dimensions. In addition, the PCA process also aims to see if 

there is any overlap between classes. From Figure 6, it can be seen that there is no overlap between 

the variable classes of the PCA classification, so the classification analysis process can be continued 

3.6 Classification Data Sharing 

The distribution of the number of training data and test data is presented in Table 6. The training 

and testing data distribution uses the k-fold cross-validation method with four folds. The number of 

folds of 4 ensures that the computation runs effectively and efficiently and has stable modeling results. 

If the number of instances is limited, then selecting too many folds can reduce the compute 

performance because it requires larger compute resources, in addition to causing the number of 

samples in the folds to be smaller, which has an impact on decreasing the stability of the classification 

model estimation performance, but this will not be a problem if the computing resources are of high 

quality and the sample size is very large. 

An illustration of the classification data division is as follows: if fold 1 becomes test data, then 

the rest will be training data. If fold 2 becomes test data, the rest will be training data; if fold 3 

becomes test data, then the rest will be training data, and if fold 4 becomes test data, the rest will be 

training data. Table 6 shows that Fold 1 has 109 trajectory data and ten pass data, ten pass data fold 

2 has 110 trajectory data and ten pass data, and Fold 3 has 110 trajectory data and ten trajectory data. 

Fold 4 has 110 trajectory data and ten trajectory data. If fold 1 is the test data, then the test data is 

119, and the remaining 360 is the training data. If the fold of 2 is the test data, then the test data is 

120, the training data is 350, and so on. 

Table 6. Distribution of UKMPPG graduation classification data 

Fold 1 Fold 2 Fold 3 Fold 4 

109 Passed 110 Passed 110 Passed 110 Passed 
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10 Not Passed 10 Not Passed 10 Not Passed 10 Not Passed 

 

3.7 Implementation of the K-Nearest Neighbors (K-NN) Classification Algorithm 

Table 7 is the student data used to implement the K-NN classification algorithm consisting of 

data from students who passed and did not pass in the training data group and test data. The K-NN 

algorithm creates a classification model using training data and tests the classification performance 

using test data. In fold 1, the training data consisted of 330 students who passed and 30 students who 

did not pass, while the testing data consisted of 109 data who passed and ten who did not pass. In fold 

2, the training data consisted of 329 data from students who passed and 30 students who did not pass, 

while the testing data consisted of 110 data from students who passed and 10 data from students who 

did not pass. In fold 3, the training data consisted of 329 data from students who passed and 30 

students who did not pass, while the testing data consisted of 110 data from students who passed and 

10 data from students who did not pass. In fold 4, the training data consisted of 329 data of students 

who passed and 30 students who did not pass, while the testing data consisted of 110 data of students 

who passed and 10 data of students who did not pass. 

Table 7. Amount of Training Data and Test Data on Fold 1 to Fold 4 

  Fold 1 Fold 2 Fold 3 Fold 4 

Data Training Pass 330 329 329 329 

 Not Passed 30 30 30 30 

Data Testing Pass  109 110 110 110 

 Not Passed 10 10 10 10 

 

The PPG Student Graduation Classification Method is a binary class classification method 

because the response variable consists of two classes: passing and not passing UKMPPG. The features 

used for classification are age, GPA, Pedagogical Competency Development score, Learning Tool 

preparation value, Professional Competency Development value, Learning Administration 

Management value, Learning Innovation value, Pedagogical Material Deepening value, Professional 

Material Deepening value, and Learning Media Value Development value. The K-Nearest Neighbors 

algorithm can only be used if the data has features that have numerical values. This is important for 

identifying response data and features that are both numerical. The K-Nearest Neighbors algorithm 

predicts new instance categories based on information from nearby instances or closest neighbors. 

The distance metric commonly used in the K-NN algorithm is Euclidean Distance; therefore, the K-

NN analysis in this study will use the Euclidean Distance metric. 

Based on the comparison of the performance of the classification algorithm on the training data 

and the test data (Table 7), the classification results show that there is overfitting when applying the 

K-NN classification algorithm; this is shown in the performance difference between the prediction of 

the classification of the training data and the test data which is quite large; namely, the performance 

of the classification model is very good when using training data, but not so good when using test 

data. The values of TP, TN, FP, FN, accuracy, precision, and drawdown indicate the performance of 



                                                                International Journal of Social Learning 
  (IJSL) 

 

 
 

306 Vol. 4 (3), August 2024 

 

the K-NN classification algorithm. The higher the TP, TN, accuracy, precision, and recall, the better 

the algorithm, and vice versa. The lower the FP and FN, the better, and the higher the FP and FN, the 

worse the performance of the K-NN classification algorithm will be. For this reason, the number of 

closest neighbors selected in this study is small, namely 1, because increasing the number of closest 

neighbors will increase the potential for overfitting, and choosing a small number of closest neighbors 

will reduce the potential. 

Table 8. Performance of K-NN algorithm on training data and test data 

Data Testing 

Classification Performance Fold Average 

1 2 3 4 

HCMC 106 100 97 98 - 

TN 3 2 2 2 - 

FP 7 8 8 8 - 

FN 3 10 13 12 - 

Accuracy 0.916 0.85 0.825 0.833 0,856 

Precision 0.3 0.2 0.2 0.2 0,225 

Remember 0.9725 0.9091 0.8818 0.8909 0,9136 

Data Training 

HCMC 330 329 329 329 - 

TN 30 30 30 30 - 

FP 0 0 0 0 - 

FN 0 0 0 0 - 

Accuracy 1.00 1.00 1.00 1.00 1.00 

Precision 1.00 1.00 1.00 1.00 1.00 

Remember 1.00 1.00 1.00 1.00 1.00 

 Table 8 displays the results of the classification analysis conducted using the K-NN algorithm. 

These results include a confusion matrix, which is a set of values such as TP (True Positives), TN 

(True Negatives), FP (False Positives), FN (False Negatives), accuracy, precision, and recall. From 

the data in the confusion matrix in Table 8, it can be seen that in fold one there are the highest TP and 

TN values compared to other folds, namely TP 106 and TN 3. In addition, fold one indicates the 

accuracy, precision, and recall level. Highest, with an accuracy value of 0.916, precision of 0.3, and 

drawdown of 0.9725. Because fold one shows the best performance, the K-NN classification 

algorithm using data from fold one will be used to predict the graduation classification of PPG Wave 

1 students in 2023. 

Table 9. Completeness of PPG Student Data Batch 1 of 2023 

Activity Complete Incomplete Entire 

RPL Assessment 314 33 347 

Table 9 describes the completeness of PPG student data batch 1 in 2023. The data consists of 

314 complete data and 33 incomplete data. Incomplete data means that the student has complete 

identity data on the PPG ww.siagapendis.com website, but RPL data for that student is unavailable. 

Predicting the graduation of PPG students will only be carried out on students with a complete RPL 

score, which is 314 students. 

Table 10. Prediction of the Proportion of PPG Student Graduation Batch 1 in 2023 

Graduation Status Entire Percentage 

Pass  277 86,7 % 
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Not Passed 37 13,3 % 

  

Table 10 predicts the proportion of PPG students who graduated and failed in Wave 1 of 2023. 
The proportion of PPG students who passed Wave 1 in 2023 is 86.7%, and the proportion of PPG 

students who did not pass Wave 1 in 2023 is 13.3%. Based on the academic report on the inauguration 
of PPG Wave 3 in 2022, the proportion of PPG failures is 15%. A comparison of the proportion of 

failures between wave 3 in 2022 and wave 1 in 2023 shows that there is predicted to be a decrease in 
the proportion of failures in UKMPPG wave 1 in 2023, which is 1.7%. 

This study revealed that based on several assessment indicators such as pedagogical 

competence, learning tool development, professional competence, learning administration 

management, learning innovation, pedagogical material understanding, professional material 

understanding, and learning tool development, it is estimated that 86.7% of PPG students will 

graduate in Wave 1 in 2023, while around 13.3% will not graduate. This is good news because 

compared to Wave 3 in 2022, there was a 1.7% decrease in the proportion of failures. This result 

reflects the improvement in PPG student performance in terms of grades such as TP, TN, FP, FN, 

accuracy, precision, and recall, with fold 1 showing a significant improvement, including accuracy 

of 0.916, precision of 0.3, and recall of 0.9725, as well as TP number 106 and TN number 3. 

This study illustrates similarities with the results of the research of Monireh et al., which shows 

that the quality of student input significantly impacts the graduation rate of students in the Teacher 

Education Program (Toosi et al., 2019). Several important indicators, such as pedagogical 

competence, learning tool development, professional competence, learning administration 

management, and learning innovation, play an important role in determining students' ability to 

complete the final project (Ningrum, 2016). This is in line with the findings of Avalos Beatrice, which 

confirms that input quality has strong implications for academic outcomes (Avalos, 2011). However, 

this study also adds a different dimension to Irwan's analysis, arguing that the most important factor 

in student graduation is the management of the organizing institution, not only the quality of input 

(Irwan, 2016). In this context, it should be noted that each college can have students with different 

levels of quality (Sunaryo et al., 2020). Therefore, rankings that only consider the graduation 

percentage can be considered unfair because they do not consider the difference in the quality of 

students each university accepts. 

This happens because several key factors may affect students' ability to solve the technical 

problems they encounter (Beauchamp & Thomas, 2009). First, there is a noticeable improvement in 

developing pedagogical competence, professionalism, and learning administration management skills 

(Stürmer et al., 2015). This interpretation means that PPG students of the 2023 phase 1 batch are more 

pedagogically and professionally prepared to face learning challenges (Nasikhin, Shodiq, et al., 

2022). In addition, the increase in learning innovation and the development of learning tools shows 

that the teaching methods are more effective and attractive to students. In addition, improving the 

understanding of pedagogical and professional material provides a strong foundation for more 

effective learning (Nasikhin et al., 2021). These results also reflect the efforts made to improve the 

PPG program's teaching and evaluation quality. Thus, the decline in non-graduation by 1.7% in one 

year is evidence of a significant increase in the PPG program. 

Based on the significant strength of the PPG student graduation rate in Wave 1 of 2023, several 
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steps may need to be taken so that the 1.7% of students who do not graduate can be pursued to achieve 

maximum results. First, it is important to continue to encourage the development of pedagogical 

competence, professionalism, and learning administration management skills for PPG students 

(Mushtaha et al., 2022). This can be done by increasing training and support (Simamora, 2020). 

Furthermore, it is necessary to continue encouraging learning innovation and developing learning 

tools to motivate and engage students (Kearns, 2012). Improving the understanding of pedagogical 

and professional material must also be considered through a more in-depth teaching approach and 

regular evaluation (Junaedi et al., 2022). In addition, PPG programs must continue to be monitored 

and improved to improve the quality of teaching and evaluation (Nasikhin, Ikhrom et al., 2022). In 

this way, the non-graduation reductions that have been achieved can be maintained and even 

improved, creating a stronger foundation for a better future in teacher education. 

4. Conclusion  

This study proves that the quality of PPG student input with indicators of pedagogical 

competence, professional competency development, learning management, innovation, and material 

understanding can be used as a prediction model to predict the future PPG implementation graduation 

rate. The study results show that in Batch 1 of 2023, it is estimated that 86.7% of PPG students 

graduated, an increase from 85% in Wave 3 in 2022. This signifies an improvement in student 

performance, indicated by a confusion matrix with higher TP and TN scores and significant accuracy, 

precision, and recall at fold 1 (accuracy 0.916, precision 0.3, recall 0.9725). However, this study is 

weak in generalizing the results because it was conducted only at UIN Walisongo Semarang, so the 

results may not be widely applicable to other institutions with different characteristics. The variability 

factor of student input and curriculum differences can affect the research results, and data quality is 

also important. To overcome this limitation, larger studies with more diverse samples from various 

educational institutions must apply the results more widely. 
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